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Chapter 1

Subordinators

The purpose of this chapter is to introduce standard material on subordinators. We start
by recalling basic results on Poisson point processes, which are a key to the probabilistic
structure of subordinators (or more generally, of Lévy processes).

1.1 Preliminaries on Poisson point processes

The results stated in this section are well-known and their proofs can be found e.g. in
section XII.1 in Revuz and Yor [30].

A Poisson process with parameter (or intensity) ¢ > 0, N = (N, ¢t > 0), is an increasing
integer valued process with independent and stationary increments, such that for every
t > 0, NV; has the Poisson distribution with parameter ct, i.e.

P(N;, = k) = e “(ct)*/k!, k€N,

When (G;) is a filtration which satisfies the usual conditions, we say that N is a (G;)-
Poisson process if N is a Poisson process which is adapted to (G;) and for every s,¢ > 0,
the increment Ny, — Ny is independent of G;. In particular, N is a (G;)-Poisson process
if (G;) is the natural filtration of N. In this direction, recall the following useful criterion
for the independence of Poisson processes. If N i =1,--- d are (G,)-Poisson processes,
then they are independent if and only if they never jump simultaneously, that is for every
i,§ with i # j

NY - NY=00r NV - N9 =0 forallt>0, as.,

where N stands for the left limit of N®) at time .

Next, let v be a sigma-finite measure on R* = R\{0}. We call a random measure
@ on R* a Poisson measure with intensity v if it satisfies the following. For every Borel
subset B of R* with v(B) < 00, ¢(B) has a Poisson distribution with parameter v(B),
and if By, ---, B, are disjoint Borel sets, the variables ¢(By), - -, ¢(B,) are independent.
Plainly, ¢ is then a sum of Dirac point masses.



We then consider the product space [0, 00[xR* endowed with the product measure
1 =m® p where m stands for the Lebesgue measure on [0, 0o[. Let ¢ be Poisson measure
on [0, 0o[xR* with intensity u. It is easy to check that a.s., p({t} x R*) =0 or 1 for all
t > 0. This enables us to represent ¢ in terms of a stochastic process taking values in R
where 0 serves as an isolated point added to R*. Specifically, if ¢({t} x R*) = 0, then put
e(t) = 0. If p({t} x R*) = 1, then the restriction of ¢ to the section {t} x R* is a Dirac
point mass, say at (¢, €), and we put e(t) = e. We can now express the Poisson measure as

= Ot

t>0

The process e = (e(t),t > 0) is called a Poisson point process with characteristic measure
v. We denote its natural filtration after the usual completion by (G;).

For every Borel subset B of R*, we call
NP = Card{s <t:e(s) € B} = ¢(B x [0,]) (t>0)

the counting process of B. It is a (G;)-Poisson process with parameter v(B). Conversely,
suppose that e = (e(t),t > 0) is a stochastic process taking values in R such that, for every
Borel subset B of R*, the counting process NP = Card{s < t : e(s) € B} is a Poisson
process with intensity v(B) in a given filtration (G;). Observe that counting processes
associated to disjoint Borel sets never jump simultaneously and thus are independent. One
then deduces that the associated random measure ¢ = 37,5 0(1.¢()) is a Poisson measure
with intensity v.

Throughout the rest of this section, we assume that (e(t),t > 0) is a Poisson point
process on R* with characteristic measure v. In practice, it is important to calculate
certain expressions in terms of the characteristic measure. The following two formulas are
the most useful:

Compensation Formula. Let H = (Hy,t > 0) be a right-continuous adapted process

taking values in the space of nonnegative measurable functions on R, such that H;(0) =0
for allt > 0. We have

]E( 3 Ht(e(t))> _ ]E(/Ooodt N du(e)Ht(e)> .

0<t<oo

Exponential Formula. Let f be a complex-valued Borel function on R with f(0) = 0
and

/ 11— ef@u(de) < 0.

Then Y o<s<i | f(e(8))] < 00 a.s. for everyt >0 and one has

]E(exp{ > f(e(s))}) = exp{—t

0<s<t

(1— ef(e))l/(de)} .

R*



1.2 Subordinators as Markov processes

Let (©2,P) denote a probability space endowed with a right-continuous and complete fil-
tration (F;),~,. We consider right-continuous increasing adapted processes started from 0
and with values in the extended half-line [0, 0o], where oo serves as a cemetery point (i.e.
oo is an absorbing state). If o = (04, > 0) is such a process, we denote its lifetime by

¢ =inf{t >0:0, = o0}

and call o a subordinator if it has independent and homogeneous increments on [0, ().
That is to say that for every s, > 0, conditionally on {t < (}, the increment oy, — oy
is independent of F; and has the same distribution as o (under P). When the lifetime is
infinite a.s., we say that o is a subordinator in the strict sense. The terminology has been
introduced by Bochner [12]; see the forthcoming Section 3.2.

Here is a standard example that will be generalized in Section 2.1. Consider a linear
Brownian motion B = (B, : t > 0) started at 0, and the first passage times

Tt:inf{820185>t}7 tZO

(it is well-known that 7, < oo for all t > 0, a.s.). We write F; for the complete sigma-field
generated by the Brownian motion stopped at time 74, viz. (Bspr @ § > 0). According to
the strong Markov property, B, = Bs.,, —t, s > 0 is independent of F; and is again a
Brownian motion. Moreover, it is clear that for every s > 0

Tivs — 7 = inf{u >0: B, > s}.

This shows that 7 = (7 : t > 0) is an increasing (F;)-adapted process with independent
and homogeneous increments. Its paths are right-continuous and have an infinite lifetime
a.s.; and hence 7 is a strict subordinator.

We assume henceforth that ¢ is a subordinator. The independence and homogeneity
of the increments immediately yield the (simple) Markov property: For every fixed ¢ > 0,
conditionally on {t < (}, the process ¢’ = (0. = 0544 — 0¢, s > 0) is independent of F; and
has the same law as 0. The simple Markov property can easily be reinforced, i.e. extended
to stopping times:

Proposition 1.1 If T is a stopping time, then, conditionally on {T < (}, the process

o' = (0, = orst — op,t > 0) is independent of Fr and has the same law as o (under P).

Proof: For an elementary stopping time, the statement merely rephrases the simple
Markov property. If T is a general stopping time, then there exists a sequence of elementary
stopping times (7},),,cy that decrease towards 7', a.s. For each integer n, conditionally on
{T,, < (}, the shifted process (o7, ++ — op,,t > 0) is independent of Fr,, (and thus of Fr),
and has the same law as 0. Letting n — oo and using the right-continuity of the paths,
this entails our assertion. [ |



The one-dimensional distributions of o
pe(dy) = P(oy € dy,t < (), t >0,y €0,00]

thus give rise to a convolution semigroup (P, t > 0) by
Pfw) = [ S+ pddy) = B(flont )1 < Q)

where f stands for a generic nonnegative Borel function. It can be checked that this
semigroup has the Feller property, cf. Proposition 1.5 in [1] for details.

A subordinator is a transient Markov process; its potential measure U(dz) is called the
renewal measure. 1t is given by

/[0 S@)U(dr) = E ( /0 f(at)dt> .
The distribution function of the renewal measure

Ulz) = E (/OO 1{Ut<x}dt) L 20
0

is known as the renewal function. It is immediate to deduce from the Markov property
that the renewal function is subadditive, that is

Ulx+y) <U(x)+Uly) for all z,y > 0.

The law of a subordinator is specified by the Laplace transforms of its one-dimensional
distributions. To this end, it is convenient to use the convention that e *** = 0 for any
A >0, so that

E (exp{—XAo:},t < () = E(exp{—Ao:}) , t,A>0.

The independence and homogeneity of the increments then yield the multiplicative prop-
erty

E(exp{—XAo1s}) = E(exp{—Ao;}) E(exp{—Ao,})

for every s,t > 0. We can therefore express these Laplace transforms in the form
E (exp{—MAo:}) = exp{—tP(\)}, t,A>0 (1.1)

where the function ® : [0, co[— [0, 00][ is called the Laplace exponent of o. Note that the
Laplace transform of the renewal measure is

1
LU = /[OOO[e’\“U(dI) - = A0,

o))’

in particular the renewal measure characterizes the law of the subordinator.



1.3 The Lévy-Khintchine formula

The next theorem gives a necessary and sufficient analytic condition for a function to be
the Laplace exponent of a subordinator.

Theorem 1.2 (de Finetti, Lévy, Khintchine)(i) If ® is the Laplace exponent of a subor-
dinator, then there exist a unique pair (k,d) of nonnegative real numbers and a unique
measure I1 on ]0, 0o with [ (1 A x)Il(dx) < oo, such that for every A >0

O(\) = k+d)\ + (1= e™) TI(dx) . (1.2)

]0,00]

(ii) Conversely, any function ® that can be expressed in the form (1.2) is the Laplace
exponent of a subordinator.

Equation (1.2) will be referred to as the Lévy-Khintchine formula; one calls k the killing
rate, d the drift coefficient and Il the Lévy measure of o. It is sometimes convenient to
perform an integration by parts and rewrite the Lévy-Khintchine formula as

BN /A = d+/0°° e NT(2)de,  with Ti(z) = k+T1 (|2, o0]) -

We call II the tail of the Lévy measure. Note that the killing rate and the drift coefficient

are given by

k = ®(0) | dzlim%)\).

A—00

In particular, the lifetime ¢ has an exponential distribution with parameter k > 0 (¢ = oo
for k = 0).

Before we proceed to the proof of Theorem 1.2, we present some well-known examples of
subordinators. The simplest is the Poisson process with intensity ¢ > 0, which corresponds
to the Laplace exponent

DN) = (1 —e™),

that is the killing rate k and the drift coefficient d are zero and the Lévy measure cd,, where
01 stands for the Dirac point mass at 1. Then the so-called standard stable subordinator
with index « €]0, 1] has a Laplace exponent given by

Q@

) = X' = 5 /0 1= e )z

The restriction on the range of the index is due to the requirement [ (1 A x)II(dx) < oc.
The boundary case a« = 1 is degenerate since it corresponds to the deterministic process
oy = t, and is usually implicitly excluded. A third family of examples is provided by the
Gamma processes with parameters a, b > 0, for which the Laplace exponent is

®(\) = alog(1l+ A/b) = /O°°(1 MY agle by



where the second equality stems from the Frullani integral. We see that the Lévy measure
is 149 (dz) = az~'e " dx and the killing rate and the drift coefficient are zero.

Proof of Theorem 1.2: (i) Making use of the independence and homogeneity of the
increments in the second equality below, we get from (1.1) that for every A > 0

®(\) = lim n (1 —exp{-®(\)/n}) = lim nE (1 —exp{-Ao1/n})

n—~o0

= Alim Ooe”\’“"n]P’ (al/n > x) dzx .

n—oo 0
Write IT,(z) = nP (01/n > x), so that

DA o0 —
i) = lim e ML, (z)dx .
A n—00 Jo
This shows that the sequence of absolutely continuous measures II,,(x)dz converges vaguely
as n — o0. As each function IT,,(-) decreases, the limit has necessarily the form ddy(dz) +
[(z)dz, where d > 0, II :]0, oo[— [0, oo is a non-increasing function, and &y stands for the
Dirac point mass at 0. Thus
o

)\) _ OO =TT

and this yields (1.2) with k = TI(00) and II(dx) = —dII(x) on ]0,00[. It is plain that we
must have [, zll(dz) < oo since otherwise ®(\) would be infinite. Uniqueness is obvious.

(ii) Consider a Poisson point process A = (A, t > 0) valued in |0, oo[ with characteristic
measure II, and introduce an independent time ( that is exponentially distributed with
parameter k (with the convention that ( = oo when k = 0). Then define ¥ = (3, > 0)
by

5, = {dt+20353t A ift <¢

00 otherwise.

The condition [ (1 Ax)II(dz) < oo ensures that ¥; < oo whenever ¢t < ¢, a.s. It is plain
that > is a right-continuous increasing process started at 0, with lifetime (, and that its
increments are stationary and independent on [0, {[. In other words, X is a subordinator.
Finally, the exponential formula for a Poisson point process yields for every ¢, A > 0

E (exp{—A%;}) = exp {—t (k +d\ + (1— e‘Am)H(dw)> } :

10,00
which shows that the Laplace exponent of ¥ is given by (1.2). |
More precisely, the proof of (ii) contains relevant information on the canonical decom-

position of a subordinator as the sum of its continuous part and its jumps. The following
important result is known as the Lévy-It6 decomposition.



Proposition 1.3 (It6 [20]) One has a.s., for every t € [0,(|:

op = dt+ Y A,

0<s<t

where A = (Ag, s > 0) is a Poisson point process with values in |0, 00[ and characteristic
measure 11, which is independent of the lifetime (.

Sometimes it may be convenient to formulate slightly differently Proposition 1.3 by saying
that the jump process Ao of ¢ is a Poisson point process on |0, 0o] with characteristic
measure I + kd,,, stopped when it takes the value oco.

As a consequence, we see that a subordinator is a step process if its drift coefficient is
d = 0 and its Lévy measure has a finite mass, II(]0, oo[) < oo (this is also equivalent to
the boundedness of the Laplace exponent). Otherwise o is a strictly increasing process. In
the first case, we say that o is a compound Poisson process. A compound Poisson process
can be identified as a random walk time-changed by an independent Poisson process; and
in many aspects, it can be thought of as a process in discrete time. Because we are mostly
concerned with ‘truly’ continuous time problems, it will be more convenient to concentrate
on strictly increasing subordinators in the sequel.

Henceforth, the case when o is a compound Poisson process is implicitly ex-
cluded.

This enables us to introduce the continuous inverse of the strictly increasing process o:

L, =sup{t>0:0; <z} = inf{t >0:0, >z}, x>0, (1.3)

which will play an important role in this text.

1.4 Law of the iterated logarithm

We continue the study of a subordinator ¢ and its inverse L by presenting a remarkable
law of the iterated logarithm.

Theorem 1.4 (Fristedt and Pruitt [18]) There exists a positive and finite constant cq

such that
, Li® (t tloglog @ (t™1))
lim sup = Cp a.s.
t—0+ loglog (¢t~ 1)

There is also a version of Theorem 1.4 for large times, which follows from a simple
variation of the arguments for small times. Specifically, suppose that the killing rate is
k = 0. Then there exists ¢}, €]0, oo[ such that

L®(t711 log ®(t~!
Al og [log (t)|) =y a.s. (1.4)

.
o log | log ®(¢~1)]



The proof of Theorem 1.4 relies on two technical lemmas. We write

loglog ®(t71)
® (t-'loglog ®(t~1))’

ft) =

t small enough,

and denote the inverse function of ® by .

Lemma 1.5 For every integer n > 2, put

logn

ty = ——2>
p(emlogn)

s an:f(tn)

(i) The sequence (t, : n > 2) decreases, and we have a, ~ e~™.

(ii) The series XP (L, > 3a,) converges

Proof: (i) The first assertion follows readily from the fact that ¢ is convex and increasing.
On the one hand, since ® increases, we have for n > 3

d(t 1) = d(p(e™logn)/logn) < ®(p(e"logn)) = e*logn.

On the other hand, since ® is concave, we have for n > 3
Ot 1) = d(p(e"logn)/logn) > ®(p(e”logn))/logn = e".
This entails
loglog ®(. ') ~ logn (1.5)

and then
t-1loglog®(t;') ~ ¢(e"logn).

Note that if a,, ~ (,, then ®(a,,) ~ ®(F,) (because ¢ is concave and increasing). We
deduce that
o (t;l loglog@(t;l)) ~ e"logn, (1.6)

and our assertion follows from (1.5).

(ii) The probability of the event {L;, > 3a,} = {034, < t,} is bounded from above by
exp{At, }E (exp{—A034, }) = exp{At, — 3a,P(\)}

for every A > 0. We choose A = ¢(e™logn); so ®(\) = e"logn and A, = logn. Our
statement follows now from (i). |

Lemma 1.6 For every integer n > 2, put

2logn
n = ) bn = n) -
7 p(2exp{n?}logn) Jon)
(i) We have b, ~ exp{—n?}.

(ii) The series XP (o(b,/3) < 2s,/3) diverges

10



Proof: (i) Just note that s,, = t,2 and apply Lemma 1.5(i).
(ii) For every b, s and A > 0, we have

Ploy > s) < (1-¢) E(1-exp{-Aop}) ,

which entails

—bB(\) _ o—As

1 —e s
Apply this to b = b,/3, s = 25,/3 and A = ¢(2exp{n?®}logn), and observe that then
®(A) = 2exp{n*}logn, As = 3logn and b®(\) ~ Zlogn (by (i)). In particular e "*™ >
n=3/* for every sufficiently large n; we thus obtain

€

]P)(O'b < S) > (17)

N34 _ =4/

P(o(bn/3) < 2s,/3) > e YER

and our claim follows. [ ]

We are now able to establish the law of the iterated logarithm, using a standard method
based on the Borel-Cantelli lemma.

Proof of Theorem 1.4: 1. To prove the upper-bound, we use the notation of Lemma
1.5. Take any t € [t,11,t,], so, provided that n is large enough

loglog ®(t,,!)
q)(tr;ltl loglog ‘I)(tr;lrl))

(because ® increases). By (1.5), the numerator is equivalent to logn, and, by (1.6), the
denumerator to "' log(n + 1). By Lemma 1.5, we thus have

limsup f(t,)/f(t) < e
t—0+

f(t) >

On the other hand, an application of the Borel-Cantelli to Lemma 1.5 shows that

limsup Ly, / f(t,) < 3 a.s.

n—~o0

and we deduce that

hﬁ(s)}rlp flét) < (hznﬂsogp flgt")> (11122}:13 ];((1573)> < 3e a.s.

2. To prove the lower-bound, we use the notation of Lemma 1.6 and observe that the
sequence (b,,n > 2) decreases ultimately (by Lemma 1.6(i)). First, by Lemma 1.6(ii), we
have

> P(0(bn/3) — 0(bns1/3) < 25,/3) > > P (0(ba/3) < 25,/3) = o0;

11



so by the Borel-Cantelli lemma for independent events,

n—00 Sn 3
If we admit for a while that ) . .
limsupM < -, (1.8)
n—00 Sn 4
we can conclude that b /3 "
lim inf 7(bn/3) <

n—o00 Sn E ’
This implies that the set {s : o(f(s)/3) < s} is unbounded a.s. Plainly, the same then
holds for {s: Ly > f(s)/3}, and as a consequence:

limsup L,/ f(t) > 1/3 a.s. (1.9)
t—0+

Now we establish (1.8). The obvious inequality (which holds for any A > 0)

P (0(bn41/3) > $0/4) < (1= exp{=As,/4}) " E(1 — exp{-Ao(bu11/3)})

entails for the choice

21
A = p(2exp{n®}logn) = oen
Sn
that
20,41 exp{n®}logn

P(0(bpy1/3) > sn/4) <

3 (1 — exp{—3 log n}) .
By Lemma 1.6(i), the numerator is bounded from above for every sufficiently large n by
Jexp{n® — (n+1)*}logn < e™"
and the denumerator is bounded away from 0. We deduce that the series
> P (0(bny1/3) > sn/4)

converges, and the Borel-Cantelli lemma entails (1.8). The proof of (1.9) is now complete.

3. The two preceding parts show that

limsup L;/ f(t) € [1/3, 3€] a.s.
t—0+

By the Blumenthal zero-one law, it must be a constant number cg, a.s. [ |

To conclude this section, we mention that the independence and homogeneity of the
increments of the inverse local time are also very useful in investigating the class of lower
functions for the local time. We now state the main result in that field (see e.g. Section
II1.4 in [1] for the proofs of variations of these results stated in terms of the subordinator
g.).

12



Proposition 1.7 (i) When d > 0, one has lim;_o, L;/t = 1/d a.s.

(ii)) When d =0 and f : [0, 00[— [0, 00| is an increasing function such thatt — f(t)/t
decreases, one has

liminf L,/ f(t) = 0 as <= f(x)I(dz) = 0.
t—0+ 0+

Moreover, if these assertions fail, then lim; .o L;/f(t) = 00 a.s.

1.5 Renewal theory for regenerative sets

The Markov property of a subordinator has a remarkable consequence on its closed range,
R = {O't,t Z O}Cl .

First, note that for every s > 0, Ly = inf{t > 0 : 0, > s} is an (F;)-stopping time,
and the sigma-fields (M = Fy,) -, thus form a filtration. An application of the Markov
property at L, shows that, conditionally on {L, < oo}, the shifted subordinator o’ =
{or.4t — or,,t > 0} is independent of M, and has the same law as 0. Recall also from
(1.11) that

o(Ls) = Dy = inf{t >s:t e R}

is the first-passage time in R after s. We thus see that conditionally on {Dy < oo}, the
shifted range
Robp, ={v>0:v+D, e R} = {gé:tZO}d

is independent of M and is distributed as R. This is usually referred to as the regenerative
property of the range. We stress that the regenerative property of R does not merely
hold at the first passage times D, but more generally at any (M;)-stopping time S
which takes values in the subset of points in R which are not isolated on their right,
a.s. on {S < oo}. Indeed, in that case, one can express S in the form S = o, where
T = Lg is an (F;)-stopping time. Then conditionally on {Lg < oo}, the shifted range
Robs ={v>0:v+S € R} is independent of Mg = Fr and is distributed as R.
These observations have motivated many studies; see in particular [19] and also [17] and
the references therein for much more on this topic.

Here, we shall mostly be concerned with the so-called renewal theory for regenerative
sets. First, we observe that the drift coefficient of o is related to the Lebesgue measure!
of its range R.

Proposition 1.8 We have
m(RNI[0,t) = dL, a.s. for allt >0,

where 4 is the drift coefficient and m the Lebesque measure on [0, 00[. In particular R has
zero Lebesque measure a.s. if and only if d = 0, and we then say that R s light. Otherwise
we say that R is heavy.

"'When the drift coefficient is zero, a remarkable result due to Fristedt and Pruitt [18] relates the local
time to some Hausdorff measure on R.

13



Proof: There is no loss of generality in assuming that the killing rate is k = 0 (i.e.
¢ = o0 a.8.), because the case k > 0 then will then follow by introducing a killing at some
independent time. The canonical decomposition of the open set R¢ = [0, 00[\R is given
by

R = Ulow ol (1.10)

seJ

where J = {0 < s < ( : Ay > 0} denotes the set of jump times of o. In particular,
for every fixed ¢ > 0, the Lebesgue measure of RN [0,04] is Y ,<; A, and the latter
quantity equals oy — dt by virtue of Proposition 1.3. This entails m ([0, 0;] NR) = dt for
all £ > 0, a.s. Because the quantity on the right depends continuously on ¢, this entails by
an argument of monotonicity that

m (0,0 NR) = m([0,0_] N R) = dt.

Replacing t by L; and recalling that ¢ € [or,_, 0,] completes the proof. [ |

We stress that the identity (1.10) relates the lengths of the intervals in the canonical
decomposition of R¢ to the sizes of the jumps of o, and hence the Lévy-Ito6 decomposition
stated in Proposition 1.3 depicts the former in terms of a Poisson point process with
characteristic measure II.

Next, we turn our attention to the probability that x € R for an arbitrary fixed x > 0,
which is given by the following remarkable result.

Theorem 1.9 (i) (Kesten [21]) If the drift isd =0, then P(xz € R) = 0 for every x > 0.

(i) (Neveu [28]) If d > 0, then the function u(z) = d'P(x € R) is the version of the
renewal density dU(x)/dx that is continuous and everywhere positive on [0, col.

Of course, Proposition 1.8 readily entails that when the drift coefficient is d = 0, the set
of 2’s such that P (z € R) > 0 has Lebesgue measure zero. But Theorem 1.9(i) is a much
sharper (and more difficult) result; we refer to Bretagnolle [13] for an elegant proof.

We next turn our attention to the left and right extremities of R as viewed from a
fixed point ¢t > 0:

gt =sup{s<t:s€R} and D, = inf{s>t:seR}.

We call (D;:t>0) and (g, : t > 0) the processes of first-passage and last-passage in R,
respectively. The use of an upper-case letter (respectively, of a lower-case letter) refers to
the right-continuity (respectively, the left-continuity) of the sample paths. We immediately
check that these processes can be expressed in terms of ¢ and its inverse L as follows :

g = o (Ly—) and Dy = o(Ly) for all t > 0, a.s. (1.11)

We present an useful expression for the distribution of the pair (g, D;) in terms of the
renewal function and the tail of the Lévy measure.
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Lemma 1.10 For every real numbers a,b,t such that 0 < a <t < a+ b, we have
P (g, € da, Dy — g, € db) = TI(db)U(da) , P (g € da, D, = occ) = kU(da).
In particular, we have for a € [0,t]

P(g; € da) = TI(t — a)U(da) .

Proof: Recall from (1.11) the identities ¢; = o7, and D; — g, = Ar,. Then observe that
for any u > 0
op,—<a and Ly =u <= o0,- <a and o, >t.

Using the canonical expression of ¢ given in Proposition 1.3, we see that

P(g:<a,Dy—g: >b) = E (Z 1{o—u,<a}1{Auz(t—o—u,)vb}) ,

where the sum in the right-hand side is taken over all the instants when the point process A
jumps. The process u — o,_ is left continuous and hence predictable, so the compensation
formula entails that the right-hand-side in the last displayed formula equals

E (/m Lo, ca T (((t — 00) V b)) du) - /[ (1~ 2) v b)) Uda).
0 0,a
This shows that for 0 <a<t<a-+b

P(g; € da, D; — g, € db) = TI(db)U (da) .
Integrating this when b ranges over [t — a, o] yields P(g; € da) = II((t — a)—)U(da).
Since the renewal measure has no atom and the tail of the Lévy measure has at most
countably many discontinuities, we may replace II((t — a)—) by II(t — a). |

A possible drawback of Lemma 1.10 is that it is not expressed explicitly in terms of the
Laplace exponent ®. Considering a double Laplace transform easily yields the following
formula.

Lemma 1.11 For every A\,q > 0

®(q)

/o e "E (exp{—Ag;:}) dt = B0+

Proof: It is immediately seen from Lemma 1.10 that P (g, <t = D;) = 0 for every ¢t > 0;
it follows that P (g, =t) = P (¢t € R). Using Proposition 1.9 and the fact that the Laplace
transform of the renewal measure is 1/®, we find

/OOO e "P(g, = t)dt = B

15



We then obtain from Lemma 1.10

/OOO e TE (exp{—Ag})dt = /OOO et (e—t/\]p (g: = 1) oIt — S)U(ds)) g

[0,¢]

d o0 _
= — dt Ulds) e 1E9TI(t — g)e~ P +D)s
O(qg+ N) Jr/o [0, (ds)e (t=s)e
d _
= ——+LU(qg+ NLII
CESY (g + A)LI(q)
d 1 ®(q) )
_ + —d| .
Plg+A)  Plg+A) ( q
This establishes our claim. [ |

The explicit expressions given in Lemmas 1.10 and 1.11 are the key to the following
well-known limit theorems for the so-called age t — g; and residual lifetime D, —t. We first
state the renewal theorem.

Theorem 1.12 Suppose that o has finite expectation,

E(o) = d+/oooﬁ(x)dx —a+ [ #l(de) == u €0, oof.

]0,00]

Then (t — g+, Dy — t) converges in distribution as t — oo to (VZ,(1 —V)Z) where the
variables V and Z are independent, V is uniformly distributed on [0, 1] and

P(Z € dz) = p ' (ddo(dz) + 211(dz)) , z2>0,
where Oy stands for the Dirac point mass at 0. In particular, the probability measure
p" (ddo(dz) + II((x, 00))de)

on [0, 00] is the stationary law for both the age and the residual lifetime processes.

The second limit theorem determines the asymptotic behavior in distribution of the
age and residual lifetime processes in the infinite mean case.

Theorem 1.13 (Dynkin [14] and Lamperti [23]) Suppose that E(t — g;) ~ at as t — o0
(or equivalently that the Laplace exponent @ is reqularly varying at 0 with index 1 — ) for
some « €]0,1[. Then for 0 <x <1 andy >0, one has

t— Dy —t 1
1im]P’< tgt € dr, tt Gdy) _ asinma (1—2) (2 +4)"° dedy.
7r

t—o0

In particular

. .
lim ]P’( tgt € dx) = T e (1—2)*" dr,

t—o0 e
and D 3 )
tlim P ( L e dy) _ o 7Tozy’a(l +y) dy.

We refer to section 3 in [4] for a proof, and results on the pathwise asymptotic behavior
of the age process.
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1.6 Connection with Markov processes

Write D for the space of cadlag paths valued in some Polish space E, endowed with
Skorohod’s topology. Let X = (2, M, My, Xy, 0, P*) be a strong Markov process with
sample paths in D. As usual, P* refers to its law started at x, 6, for the shift operator
and (M), for the filtration. We refer to Blumenthal and Getoor [10] for background.

A point r of the state space is reqular for itself if

where T, = inf{t > 0 : X; = r} is the first hitting time of . In words, r is regular for
itself if the Markov process started at r, returns to r at arbitrarily small times, a.s.

Suppose now that the Markov process starts from some regular point r (i.e. we are
working with the probability measure P?. Blumenthal and Getoor [10] have established
that in this case, the closure of the set of times when X returns to r, can be identified as
the closed range of some subordinator o, i.e.

R :={s>0:X,=r}" = {o,,t > 0} a.s.

Moreover, the subordinator o is essentially determined by X in the sense that if o’ is
another subordinator with closed range R, then there is some real number ¢ > such that
o, = oy for all t > 0. The continuous inverse L of ¢ defined by (1.3) is a continuous
additive functional (L;,t > 0) that increases exactly on the set of times ¢t > 0 for which
X; =r. One calls L the local time process at r.

The characteristics of the subordinator o (killing rate k, drift coefficient d and Lévy
measure IT) have natural probabilistic interpretation in terms of the Markov process. First,
recall that X is called transient if R is bounded a.s., so that

r is a transient state <—= k>0 <= L, < o0 a.s.

More precisely, L., has then an exponential distribution with parameter k. In the opposite
case, R is unbounded a.s., and one says that X is recurrent. In this direction, it can be
checked that positive recurrence can be characterized as follows:

o __
X is positive recurrent <= E(0;) < 00 <= / I(x)dr < 0.
0

We conclude this section by presenting a simple criterion to decide whether a point
is regular for itself, and in that case, give an explicit expression for the Laplace ex-
ponent of the inverse local time. This requires some additional assumption of duality
type on the Markov process. Typically, suppose that X = (2, M, My, X;,6;, P*) and

~ ~  ~ o~ o~

every A > 0, the A-resolvent operators of X and X are given by

VA f(z) = EF ( /0 ” f(Xt)eAtdQ V) = B ( /0 - f()@)e”dt) . zeE,
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where f > 0 is a generic measurable function on E. We recall that f > 0 is called -
excessive with respect to {V} if aVerrf < f for every a > 0 and lim,_ oo aVOf = f
pointwise.

We suppose that X and X are in duality with respect to some sigma-finite measure &.
That is, the resolvent operators can be expressed in the form

V() = [ e wEdy) o V@) = [ o) gy,

Here, v* : E x E — [0,00] stands for the version of the resolvent density such that, for
every x € E, the function v*(-,x) is A-excessive with respect to the resolvent {V*}, and
the function v*(x, ) is A-excessive with respect to the resolvent {V*}. Under a rather mild
hypothesis on the resolvent density, one has the following simple necessary and sufficient
condition for a point to be regular for itself (see e.g. Proposition 7.3 in [11]).

Proposition 1.14 Suppose that for every A > 0 and y € E, the function v — v*(x,y) is
lower-semicontinuous. Then, for each fized r € E and X\ > 0, the following assertions are
equivalent:

(i) r is regular for itself.
(ii) For every x € E, v*(z,r) < v (r,r) < co.
(iii) The function x — v*(z,r) is bounded and continuous at x = r.

Finally, if these assertions hold, then the Laplace exponent ® of the inverse local time at
r 15 given by
d(N) = v(r,r) /v ), A > 0.

In the case when the semigroup of X is absolutely continuous with respect to &, the
resolvent density can be expressed in the form

N, y) = /oo e M pi(x,y)dt .
0

As the Laplace transform of the renewal measure U of the inverse local time at r is 1/®(A),
a quantity that is proportional to v*(r,r) by Proposition 1.14, we see by Laplace inversion
that U is absolutely continuous with respect to the Lebesgue measure, with density u given
by

u(t) = epe(r,r), t>0.
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Chapter 2

Lévy processes with no negative
jumps

In this chapter, we develop the bases of fluctuation theory for Lévy processes with no
negative jumps. We first treat the simple case of subordinators with a negative drift, and
then present the extensions to the general case. Finally, we turn our attention to the
so-called two-sided exit problem (i.e. exit from a finite interval).

2.1 Subordinators with a negative drift

Let o0 = (0y,t > 0) be a strict subordinator (i.e. the killing rate is zero) with zero drift,
and consider
Y, =0,—ct,t >0,

where ¢ > 0 is some constant. The process Y = (Y;,t > 0) is a Lévy process, i.e. it
has right continuous paths with limits on the left, and its increments are independent
and stationary. More precisely, Y has obviously no negative jumps and its paths have
finite variation a.s. Conversely, it can be easily checked that a Lévy process Y with finite
variation and no negative jumps can always be expressed in the form Y, = o; — ¢t where
o' is a strict subordinator with no drift and ¢ € R some constant, and ¢’ < 0 if and only
if Y’ is a subordinator.

Recall that ® denotes the Laplace exponent of o, so

E(exp{—qY:}) = exp{t¥(q)} , ¢,t>0

where W(q) = cq — ®(q). We thus have the Lévy-Khintchine representation

U(q) = cq—/

]0,00]

(1— ™) T(de)

where II is the Lévy measure of 0. Observe also from the Lévy-It6 decomposition of
subordinators that the jumps of Y are given by a Poisson point process with characteristic
measure 1.
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The absence of negative jumps ensures that the infimum process

I, = inf Y, t>0

0<s<t

has continuous decreasing paths a.s. We write
T(x) = inf{t >0:Y;, < —z}, x>0

for the first passage times of the increasing process —I. Its distribution is characterized
by the following.

Proposition 2.1 (i) The function U : [0, oo[— R is strictly conver andlim,_,., ¥(q) = oc.

(ii) Write k(0) > 0 for the largest root q to the equation ¥(q) = 0 (either k(0) > 0 and
then 0 and k(0) are the only two solutions, or 0 is the unique solution), and k : [0, co|—
[k(0), 00| for the inverse function of ¥. Then T = (7(x),x > 0) is a subordinator with
Laplace exponent k.

Proof: (i) The convexity follows from Holder’s inequality. Then note that P(Y; < 0) > 0
since otherwise Y would have decreasing paths, i.e. —Y would be a subordinator, which
has been excluded. This immediately implies limy o, ¥(\) = co.

(ii) It should be plain that 7 has increasing right-continuous paths. The absence of
negative jumps ensures that Y,y = —z on the event {7(x) < oo}, and one readily derives
from the strong Markov property that 7 has independent and stationary increments (cf.
the argument for the Brownian motion developed at the beginning of Section 1.2). Hence
T is a subordinator.

To determine its Laplace exponent, note from the independence and stationarity of the
increments of Y that the process

exp{—\Y; — U(\)t}, t>0,

is a martingale. Then take A = W(q) so that W(\) = ¢, and apply the optional sampling
theorem at the bounded stopping time 7(z) At, we get

E(exp{_ﬁ(Q)YT(x)/\t - Q(T(x) A t)}) =1

The absence of positive jumps implies that —(q)Yr@)ae — q(7(x) A t) is bounded from
above by zk(q), and converges as t tends to oo to k(q)xr — q7(z) on {7(z) < co} and to
—o0 on {7(z) = co}. We deduce by dominated convergence that

E(exp{—q7(2)},7(z) < o0) = exp{—zr(q)}.

Let us dwell on some consequences of Proposition 2.1. First, the killing rate of 7 is
x(0), the largest root of W. As W is strictly convex, x(0) > 0 if and only if ¥ has a strictly
negative (possibly infinite) derivative at 0. We thus see that

k(0) >0 <= c¢> / xIl(dz) .

]0,00]
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Second, recall from the Lévy-Khintchine formula that the drift coefficient of a subordinator
with Laplace exponent @ is given by lim, .., ®(¢)/q. It follows that the drift coefficient of
the first passage process 7 is

lim (q)/q = lim q/W(q) = 1/c.
Third, we point out that the so-called reflected Lévy process Y —I has the Markov property
(cf. Proposition VI.1 in [1] for a proof), and that —I is a continuous increasing process

which increases only on the set of times when Y — I is zero. As the inverse 7 of —1I is a
subordinator, we thus see that —1I is a local time at level 0 for the reflected process Y — I.

Next, for every ¢ > 0, we denote by g; € [0,t] the (a.s. unique) instant at which Y
reaches its overall infimum on the time interval [0,¢]. The joint distribution of Y;, I; and
g; is specified by the following result.

Theorem 2.2 Introduce T a random time independent of Y and which has an expo-
nential distribution with parameter ¢ > 0. The pair of random wvariables (Ir,gr) and
(Yr — I, T — gr) are independent. More precisely, for every a, 3 > 0 one has

r(q)

E(exp{—agr + BIr}) = m

(in particular —Ip has an exponential distribution with parameter k(q)), and

q(k(a+q) = B)
K(q)(g+a—T(3))’

E(exp {—a(T = gr) = (Y1 = I1)}) =

Proof: On the one hand, as T" has an exponential distribution with index ¢ and is inde-
pendent of 7(z), we have from Proposition 2.1(ii)

E(e"® r(z) < T) = E(e~(@+07@) = g-anleta)

On the other hand, the lack of memory of the exponential distribution and the hypoth-
esis that 7' is independent of Y entails that for every x > 0, conditionally on the event
{T' > 7(x)}, T — 7(x) is independent of 7(x) and has again an exponential distribution
with parameter ¢. Applying the strong Markov property at time 7(z) yields for every
Borel function f: R x Ry — [0,00] and y > x

E (f(YT — I, T —7(2)) e ™ 0 < —Ip < y)

= E(e @ 7(z) < DE(fYr — I, T), Iy > x — y)
e D RB(F (Y — Ip, T), Iy > —y) .

Then, fix n € N and set i, = n[—Ir/n| where [-] stands for the integer part. Applying
the preceding identity to z = k/n and y = (k + 1)/n for every k € N, we get
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E(f(Yr — Ir, T — 7(iy)) o7 ~in)

— SSE(f(Vr - In, T = 7(k/m)) e e < Ty < (k4 1) /)
k=0

= E(f(Yr—Ir,T),Ir > —1/n) iexp{—(ﬁ(a +q) + B)k/n}
E(f(YT — IT,T), IT > —1/n)
1 —exp{—(k(a+q)+3)/n}

Then let n — oo, so i, — —Ip and 7(i,) — gr a.s. We deduce from above that
(Yr — I, T — gr) and (I7, gr) are independent, and more precisely, that

E(exp {—agr + BIr}) = m

for some constant ¢ > 0. That ¢ = k(q) is seen by taking o = 3 = 0.

Finally, the joint Laplace transform of (Y7 — Iy, T — gr) can be computed using the
decompositions Yy = (Ypr — Iy) + Iy and T = (T — gr) + gr. More precisely, we have for
every a < k(q + [3) the identity

E (e_O‘T_ﬂYT> = q/oOo E (e‘at-ﬂYt> e it = o 0(3) " z 6 .

We now see, using the independence property that

E(exp{—a(T — gr) — B(Yr — I7)})
E(exp{—aT — 5Y7})
E (exp {—agr) + BIr})
q(k(a+q) — B)
k(q)(g+a—¥(3))’

The extension to § > k(a + ¢) is obtain by the standard analytic continuation argument.
|

As an interesting consequence of Theorem 2.2, we present the following identity, due
to Zolotarev, for the distribution of the first passage time 7(z).

Corollary 2.3 The following identity holds between measures on [0, 00) X [0, 00):
tP(7(z) € dt)de = xP(-Y; € dzx)dt.

Proof: Let T be an independent random time with an exponential distribution with
parameter ¢ > 0. We know from the independence property stated in Theorem 2.2 that

Mhewki/ P(Yr — Iy €y +dz)P(Ir € dy) .

ye]foo,O}
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Moreover, we know that —Ir has then an exponential distribution with parameter x(q),
and it follows that whenever x < 0, we have

P (Yr € dz) = r(q)e"D"E (exp {—k(q) (Yr — I7)}) dx .
The right-hand side can be computed by another appeal to Theorem 2.2 which entails
E(exp{—r(q) Yr — I)}) = qr'(q)/x(q),

so that finally for x < 0
P (Y € dz) = qr'(q)e"9%dz .

Recall from Proposition 2.1-(ii) that ¢ — exp{x(q)z} is the Laplace transform of
7(—x), so

d
/ P(Y; € dv)e dt = ¢ 'P (Y € dz) = o te”"P ((x) € dt) .

The stated identity thus follows from Laplace inversion. [ |

In turn, this identity of Zolotarev entails the Lévy-Khintchine formula for the function
the Laplace exponent of the first passage process 7

Corollary 2.4 Assume thatY has densities, that is that for everyt > 0 the distribution of
Y; is absolutely continuous. Provided that we can choose a version of the density y — p(y)
that is continuous at y = 0, then for every q > 0, we have

k(g) = K(0) +q/e+ [ (1= ) pi(0)

where ¢ > 0 s the drift coefficient of Y.

dt
t Y

Proof: The Lévy-Khintchine formula for subordinators states that
k(q) = k(0) +dg+ (1 — e_qt) v(dt)
(0,00)

where v is the Lévy measure of 7 and the drift coefficient given by d = limy_o, k(A)/A. It
is imediate that the latter coincides with the inverse of the drift coefficient of ¥ .

So all that is needed is to check that v(dt) = t 'p;(0)dt. To that end, we use the
fact that the Lévy measure v(dt) is the weak limit as € — 0+ of e 'P(7(¢) € dt); see for
instance Exercise 1.1 in [1]. By Corollary 2.3, the latter is given by ¢ !p;(—¢)dt, which
entails the claim. ]

Next, we turn our attention to the supremum process
Sy = sup{Y;,0<s<t}, t>0.

The following simple and useful result, known as the duality lemma, enables us in particular
to determine the joint distribution of S; and Y; using Theorem 2.2.
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Lemma 2.5 For every fized t > 0, the time-reversed process
V=Y, =Yy, 0<s<t,

has the same law as the initial Lévy process (Ys,0 < s < t). As a consequence, the following
wdentity in distribution holds:

()/; - St7 Sta’yt) g (Ity )/; - It7gt) )

where v € [0,t] is the (a.s. unique) instant at which Y reaches its overall supremum on
the time interval [0, t].

Proof: The first assertion follows from the observation that the paths of Y are right-
continuous with limits on the left, and that its increments are independent and stationary
and have the same law as those of Y. We deduce the second assertion from the identities
S, =Y, —1,Y,— S, =1, and v = G (in the obvious notation). [ |

In particular, we now see that if T" is an independent exponential time, say with pa-
rameter ¢ > 0, then

E(exp {—ASr}) = Kq(“f]qi_ N (2.1)
Note that

and it follows from Theorem 2.2 that the right-hand side equals ¢/(ck(q)) > 0. This shows
that with probability one, the first passage time above 0,

6 =inf{t>0:Y, >0}

is a strictly positive random variable. More precisely, its Laplace transform is given by

4q
cri(q)

E(e™) =P(L<T) = 1-P(S=0) = 1 - (2.2)

Note in particular that ¢, < oo a.s. if and only if lim, o+ ¢/k(¢) = 0. One easily deduce
the equivalence

P(Y; >0 for some t > 0) = 1 < | [xH(dx) > c.
0,00

More precisely, the joint distribution of ¢;, Y, _ and Y, can be specified using the
following version of the well-known ballot theorem (see Takécs [33]).

Lemma 2.6 For everyt > 0, one has

P(y > 1Y, € dy) = ;—fP(Ytedy), y €] — o0, 0].
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Proof: The argument relies on the easy fact that the process (t~'oy, ¢ > 0) is a backwards
martingale (i.e. a martingale when the time parameter ¢ decreases from oo to 0+); see
Proposition II1.8 in [1] for a proof). On the one hand, the fact that o has zero drift entails

E (exp {—t’lat}) = exp{—tP(1/t)} — 1 ast — 0+,

so the a.s. limit at 0+ of t~'oy is zero a.s.

On the other hand, as ¢ is positive and has only positive jumps as time increases, the
martingale ¢t !0, is positive and has only negative jumps as time decreases. In particular,
it cannot jump at times when it reaches a new maximum, so a standard application of the
optional sampling theorem yields

]P’(s’las<cforevery0<s<t|t’10t:a) =1-a/c, 0<a<ec.

This establishes our claim. [ ]

Proposition 2.7 We have for everyt >0, y <0 and z > 0
P(0y € dt, Yy €dy,Yy, € dz) = ;—fP(Y; € dy)Il(dz — y)dt
where 11 is the Lévy measure of o.

Proof: Let f : [0,00]x] — 00,0] x [0,00[— [0,00[ be an arbitrary measurable function.
Obviously, if ¢; is finite, then it must be a jump time of the subordinator o, so

E(f(£17)/€1—7 Yfl)a El < OO) - ]E (Z f(t7 )/;—7 Yt)]-{YSSO,OSS<t}1{Yt—Yt>Yt}) .
t>0

We can calculate the right-hand side using the fact that the jumps process of Y is a Poisson
point process with characteristic measure II. We get using the compensation formula

/OOIE(g(t,Y;),Y; <0 forall s € [0,4)) dt
0

where

olty) = [ J(ty ==y, y<0.

The proof is completed by an application of Lemma 2.6. [ |

Plainly, ¢, is a stopping time, so if we define by iteration
€k+1:inf{t>€k:K>Sgk}, kEN,

an application of the strong Markov property shows that ((Yz,, ),k € N) is a (possibly
defective) random walk with values in [0,00[x[0,00[. This is known as the process of
strict increasing ladder points, which describes the (possibly finite) sequence of values of
the successive maxima of Y and the times when these maxima occur. The distribution of
the bivariate random walk is completely described by Proposition 2.7.
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2.2 The unbounded variation case

We now turn our attention to the case of a Lévy process with no negative jumps with
unbounded variation; the purpose of this section is to discuss the extensions of the results
obtained in the preceding section when we worked with a process with bounded variation.

So we assume throughout this section that Y = (Y3, ¢ > 0) be a Lévy process (i.e. a
process with independent and stationary increments and right continuous with limits on
the left sample paths) that has no negative jumps and unbounded variation. Then Y has
a Laplace exponent ¥ : [0, co[— R, i.e.

E(exp {—qYi}) = exp {t¥(q)} ,£,¢>0

and the Laplace exponent is given by the Lévy-Khintchine formula
U(q) = ag” +bg + /}0 [ (€7 — 1+ galpeny) T(da)

where a > 0, b € R and II is a measure on |0, oo[ called the Lévy measure of Y, and such
that [(1 A 23)II(dz) < co. Moreover, our assumption that Y has unbounded variation
forces either @ > 0 or [(1 A 2)II(dz) = co. Alternatively, this condition is equivalent to
lim, o ¥(q)/q = oo. See Sections 1.1 and VIL.1 in [1] for details.

We now briefly review the results of the preceding section which extend wverbatim to
the present case. We still use the notation

I = inf Yy, , Sg=wsupY, , 7(x) =inf{t>0:Y,<—z}

0<s<t 0<s<t

for the infimum and the first passage times of Y. The argument for Proposition 2.1
also apply in the unbounded variation case, so 7 is again a subordinator and its Laplace
exponent « is simply given by the inverse of the convex function W. Similarly, Theorem 2.2
and Lemma 2.5 still hold in the present framework, which specifies the joint distribution
of Y; and I, (respectively of Y; and Sy).

The main difference with the bounded variation case is related to the supremum process
S. More precisely, recall the identity (2.1) and note that now the right-hand side converges
to 0 when A — oo (because limy_o, U(A)/A = c0). We thus have Sy > 0 a.s., and since T
is independent of S and takes arbitrarily small values with positive probability, we deduce
that a.s. Y immediately enters the positive half-line.

Recall that the Lévy process reflected at its supremum, S — Y, is a strong Markov
process, so we have just shown that in the present framework the point 0 is regular for
itself (with respect to S —Y). Recall also the discussion of Section 1.4. We known that
then there exists a local time process L = (L;,t > 0) at 0, that is a continuous process
that increases exactly at times when S —Y = 0 (i.e when Y reaches its supremum), and
the inverse local time

L' =inf{s>0:L,>t}, t>0
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is a subordinator. Its Laplace exponent ¢, that is

E(exp{—qL;'}) = exp{—te(g)} ,¢ >0

can be calculated as follows.

As usual, let T" be an independent exponential time with parameter ¢ > 0; and re-
call that v (respectively, gr) denotes the instant when Y reaches its overall supremum
(respectively, infimum) on the time-interval [0,7]. We know from Lemma 1.10 that

E(exp {-Agr}) = r(q)/r(g+A) and E(exp{-=Mr}) = ¢(q)/¢(g+ ).

On the other hand, we know from Theorem 2.2 and Lemma 2.5 that T'— g7 is independent
of gr and has the same law as yp. The decomposition T' = gr + (T — gr) now yields

(@)e(q) q

Rg+Nelg+A) g+

We conclude that
p(A) = c—= A>0 (2.3)

where ¢ > ( is some constant.

The constant ¢ depends on the normalization of the local time; it is sometimes conve-
nient to suppose that the normalization has been chosen in such a way that ¢ = 1. In this
direction, it can be shown that when ¢ — 04, the process

t
871/ 1{55,y5<5}d8, t>0
0

converges to the local time L = (L;,t > 0) corresponding to ¢ = 1. As a check, recall
that S — Y evaluated at an independent exponential time with parameter ¢ follows an
exponential distribution with parameter x(q) (by Theorem 2.2 and Lemma 2.5). It follows
that for every € > 0, one has

([ ge s vicadt) = &7 (L—exp {—er(@)})

When € — 0+, the right-hand side converges to x(gq) and the left-hand side to

E ( /0 = qeqtst> — E ( /0 Zexp {—qLi') dt)

>0 q
= q/o exp {—tp(q)} dt = 20

The deep connections between Lévy processes with no negative jumps and subordina-
tors have many interesting applications. We now conclude this section by presenting one
of such applications, namely an extension of Khintchine’s law of the iterated logarithm.
We refer to Chapters VI-VII in [1] for more in this vein.
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Corollary 2.8 There is a positive constant ¢ such that

. Yik(t T log | logt])
lim inf = —c¢ a.s.
=0+ log | log t|

This result follows readily from Theorem 1.4 and the fact that —I; = sup {—Y;,0 < s <t}
is the inverse of the first passage subordinator 7. See Corollary 8.5 in [4] for details.

2.3 The scale function

The absence of negative jumps allows us to tackle problems which have no known solution
for general Lévy processes. Here, we consider the so-called two-sided-exit problem, which
consists in determining the distribution of the time and the location of the first exit of
Y from a finite interval. This problem has a remarkable simple solution; let us state the
result concerning the event that the exit occurs at the lower boundary point and refer to
Corollary 2 in [3] for the complement event.

Theorem 2.9 (Takécs [33], Suprun [32]) For every x,y > 0 and ¢ > 0, we have

W@ (y)

—q7(z) —

where W@ : [0, 0o[— [0, 00[ is the unique increasing absolutely continuous function with
Laplace transform

o] 1
—Az117(q) _
W dr = A > )
Proof: Let us first assume that Y drifts to —oo, i.e. lim;_o, ¥; = —00 a.s. Using (2.1),

we see that this is equivalent to assuming that ¢ := limy_o; ¥(A)/A > 0. More precisely,
the distribution of Sy, is given by

P(Se <) = ¢ 'W(a)

where W : [0, oo[— [0, 00] is the increasing right-continuous function with Laplace trans-
form [ e W (z)dx = 1/¥()\). We refer to [1], Section VIL.2 for an alternative expression
of the function W which shows that W is absolutely continuous.

Applying the Markov property at the first passage time 7(z) of Y at —z, we get
W(y) = P(Sw <y) = P(Srw) S y) x P(Se <2 +1y),

which shows that
P(Sr@) <y) = W(z)/W(z+y).
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Now we drop the assumption that Y drifts to —oo and we fix ¢ > 0. The process
exp {—r(q)Y; + gt} is a positive martingale, and it is seen by classical arguments that if
we introduce the locally equivalent probability measure

dP |7, = exp{—k(q)Y; + qt} dP |£,,

then under ]f”, Y has again independent and stationary increments, and obviously no
negative jumps. In other words, Y is a P-Lévy process with no negative jumps and it is
immediately verified that its Laplace exponent is given by

U(A) = ¥(A+x(g) —q-
Note that Y drifts to —co under P and that in the obvious notation,
W(.’E)/W(.Z’ + y) = ]?) (ST(:Z‘) < y) = eXp{H(q)l’}E (e_QT(x) ) ST(x) < y) :

We deduce that
E(e ™), S <y) = WO (y)/W(z +y)

where W@ (2) = exp{r(q)z}W(z) is the continuous increasing function with Laplace
transform
o] oo ~ 1 1
-AM@)z117(9) - —AT g — —
e W (x)dr = / e el W(x)dr = = =
/0 ) 0 ) YA —r(g) WA —q

provided that A > k(q). This proves the theorem (the case ¢ = 0 being treated by letting
q > 0 decrease to 0+). |

The function W = W© is called the scale function of the Lévy process, by analogy
with Feller’s theory of real-valued diffusions. It has an important role in the study of Lévy
processes with no negative jumps (see Section VII.2-4 in [1] for applications to the existence
of so-called increase points, and to the construction of certain conditioned processes).

The simple identity

1

e ];)qk‘ll(/\)_k_la A > k(q)

yields the following expression for W@ (z) as a power series:

W) = 3 W () (2.4)

k=0

where W** = W % - .-« W denotes the n-th convolution power of the function W. More
precisely, the fact that the scale function increases entails by induction

ka(l,)kJrl

*k—+1
W (x) < X ,

r>0,keN
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and this justifies (2.4). Observe that, by (2.1) and Laplace inversion, the distribution of
St, the supremum of Y taken at an independent exponential time with parameter ¢, is
given in terms of W@ by

Py (St € dx) = %W@(dm) — W9 (z)dx x> 0.

The functions W@ are useful to investigate the Lévy process Y killed as it exits from a
finite interval, say [—a,b]. We refer to [32] and [3] for expressions of the resolvent density
of the killed process in terms of W@, In particular, it is shown in [3] that if we write
¢ = b+ a for the length of the interval, the entire function ¢ — W has a single root at

sup {q ER: WW(0) = 0} = —p €] —00,0]
and for x € [—a, ],
P (Y, € dz,( >t) ~ ce WP (z + o)W (b - z)da, t — o0

for some constant ¢ > 0, where ¢ = inf{t > 0:Y; & [—a,b]}. We also refer to Lambert
[26] for a study of the Lévy process conditioned to stay forever in [a,b] (i.e. on ( = c0).
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Chapter 3

Continuous state branching processes

In this chapter, we will first present a construction due to Lamperti [24] of Galton-
Watson processes based on time-change of left-continuous compound Poisson processes.
Continuous-state branching processes (in short a CSBP’s) can be viewed as a version of
Galton-Watson processes valued in [0, co[, and Lamperti’s construction can be extended to
connect CSBP to Lévy processes with no negative jumps; which enables us to shift results
of the preceding chapter to CSBP’s. Finally, we will present a relation between CSBP’s
and Bochner’s subordination for subordinators.

3.1 Lamperti’s construction of Galton-Watson pro-
cesses

Consider a continuous-time Galton-Watson process in which individuals die at rate ¢ > 0,
independently of each others. At the end of its life, each individual give birth to a ran-
dom number of children (again independent of the other individuals) which is distributed
according to some probability measure v, called the offspring distribution. So v is a dis-
tribution on N = {0,1,...}; we set w(i) = v(i + 1) for i = —1,0,... and for the sake of
simplicity, we shall assume that 7(0) = 0.

In other words, if we write X (¢,a) for the number of individual alive at time ¢ > 0,
when at the initial time the population has size ¢ = X(0,a), then we are dealing with
a continuous time homogeneous Markov chain (X(¢,a),t > 0) with values in N, whose
dynamic can be described as follows. The chain started at a € N stays at a up to time
T, where T is an exponential variable with parameter ca, and at time 7', it makes a jump
X1 — Xp_ which is independent of T" and has the distribution 7. The state 0 is absorbing
in the sense that X(-,0) = 0.

We now state the fundamental branching property of Galton-Watson processes.
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Branching Property. If X'(-,b) is independent of X (-, a) and has the same distribution
as X (-,b), then X(-,a) + X'(-,b) has the same law as X (-,a + b).

The branching property entails that the Laplace transform of its semigroup fulfills the
following identity. For every A > 0,

E(exp{—AX(t,a)}) = exp{—aus(\)} (3.1)

for some function u;(\). More precisely, it is readily seen from the verbal description of
the dynamic of X that u;(\) solves the differential equation

aut(/\)
ot

= —U(w(N) , u(A) = A, (3.2)

where
- ck; (1—e") (k). (3.3)

In the sequel, we shall refer to ¥ as the branching mechanism of the Galton-Watson process
X.

The fact that the jump rate of the chain is proportional to its current value is the
key to the construction of Galton-Watson processes based on certain compound Poisson
processes. Indeed, it incites us to introduce the time substitution based on

t
C’t:/X(a,s)ds, t>0,
0

that is we introduce
v(t) = inf{s>0:Cs >t} t>0

and set

X(t,a) = );a),  t=0.

X(y(t
It is immediately seen that (X (t,a),t > O) is again a continuous time homogeneous

Markov chain with the following dynamic. The state 0 is absorbing, i.e. X (-,0) = 0.
For a # 0, the first jump occurs at time a7 (where T is the instant of the first jump of
X(+,a)), which has an exponential distribution with parameter c. Just as before, the jump
is independent of T" and has the law 7. In other words, (f( (t,a),t > 0) can be viewed as
a compound Poisson process with intensity measure c¢m and stopped at the first instant
when it reaches 0.

Alternatively, consider, (A, ¢t > 0), a Poisson point process on {—1,0, 1, ...} with char-
acteristic measure cm and set Y (t,a) = a + Y g<.<; As. The step process Y(-,a) has inde-
pendent and stationary increments; one says that it is a left-continuous compound Poisson
process to stress the property that it takes values on integers and that all its negative jumps
have size —1. It is a simple case of a Lévy process, and it is seen from the exponential
formula for Poisson point processes that for every ¢ > 0

E(exp{—q(Y(t,a) —a)}) = exp{t¥(q)} ,
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where W is defined by (3.3). If we write 7(a) = inf {t > 0 : Y (¢, a) = 0} for the first passage

time of Y'(-,a) at 0, then (Y(t A7(a),a),t > 0) is a version of X(-,a), then we can make
the simple observation that X (-, a) can be recovered from X (-, a) by the formulas

v(t):/ot% G = inf{s>0:q(s)> 1) , X(ta)=X(Cia).

This elementary correspondence between continuous-time Galton-Watson processes
and left-continuous compound Poisson process can be extended to the continuous space
setting. We shall merely outline the argument, and refer to Lamperti [24, 25] for a rigorous
proof. First, a continuous-state branching process (CSBP) is a time-homogeneous Markov
process valued in [0, 0o which enjoys the branching property. For the sake of simplic-
ity, we now use the notation X (¢,a) for the value at time ¢ of this process started from
a € [0,00[. Of course, the semigroup still fulfills the identity (3.1), and it can be checked
that the function u(\) is again the solution to the differential equation (3.2) where now
the branching mechanism W is given by

V() = a4+ B+ el ((3”\‘r -1+ )\xl{Kl}) II(dx)

for some a > 0, 3 € R and measure 11 on ]0, oo[ with fj; (1 A 2*)TI(dz) < oo. We refer
to Chapter II in Le Gall [27] for details. Moreover, CSBP can be viewed as the (suitably
normalized) limit of some sequence of Galton-Watson processes. If we construct these
Galton-Watson processes using a time-substitution based on left-continuous compound
Poisson processes, it can be checked that the corresponding sequence of normalized com-
pound Poisson processes converges in distribution to a Lévy processes with no negative
jumps and Laplace exponent W. Putting the pieces together, we arrive at the follow-
ing connection between continuous state branching processes and Lévy processes with no
negative jumps.

Theorem 3.1 (Lamperti [24]) Let Y (-, a) be a Lévy process with no negative jumps started
from a and with Laplace exponent V. If we set

tAT(a) ds
= = inf{s>0:
v(t) /0 Yoo Cy = inf{s > 0:~(s) > t},

where T(a) stands for the first passage time of Y (-,a) at 0, then (Y(y(t),a),t >0) is a

continuous-state branching process started at a with branching mechanism V.

This construction enables us to translate results proven for Lévy processes with no
negative jumps to CSBP. Let us briefly present a few of examples:

First, the solution of the two-sided exit problem in terms of the scale function imme-
diately yields the distribution of the overall maximum of a CSBP:

P(supX(t,a)§b> = W(b—a)/W(b), b>a

t>0
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where W = W© is given by Theorem 2.9.

Next, the first passage time of Y'(-, a) at 0 coincides with the total progeny of the CSBP
started with initial population a, i.e.

so by Proposition 2.1, we see that

E (exp {—)\ /OOOX(t,a)dt}> = exp{—ar(\)} , A>0

where k is the right inverse of the branching mechanism. Alternatively, the distribution
of the total progeny can be expressed in terms of the law of ¥ using Corollary 2.3.

Last, we point out from Corollary 2.8 the following law of the iterated logarithm:

- X “Llog |1
lim sup (a — X(t,a))s(t"" log|logt]) e as.
10+ log | log |

for some constant ¢ > 0. We refer to Bingham [7] for further consequences of Theorem
3.1 to CSBP’s, and also to [2] for an application to the Hilbert transform of local times of
certain Lévy processes.

3.2 Connection with Bochner’s subordination

This section is mostly excerpt from [5]. Combining the branching property and Kol-
mogorov’s consistency theorem, one sees that there exists a two-parameter process (X (¢, a),
t > 0 and a > 0) such that X(-,0) = 0 and, for every a,b > 0, X(-,a 4+ b) — X(-,a) is
independent of the family of processes (X(+,¢),0 < ¢ < a) and has the law of X(-,b). In
particular, for each fixed ¢ > 0, the process X (¢,-) has independent and homogeneous in-
crements with values in [0, co[. We may (and will) choose its right-continuous modification
which is then a subordinator. We see from (3.1) that its Laplace exponent is the function

We deduce from the identity (3.1) and the semigroup property that
urs(A) = ug (us(A)) (3.4)

which points out the connection with Bochner’s subordination [12]. Specifically, it is
easily seen that if o and ¢’ are two independent subordinators, say with respective Laplace
exponents ® and @', then the compound process coo’ has again independent and stationary
(nonnegative) increments and right-continuous paths. Hence it is a subordinator, and its
Laplace exponent k is given by

exp{—tr(q)} = E (exp {—qaaé}) :

To calculate this quantity, we condition on o} the expectation in the right-hand side to get

exp {—tr(q)} = E(exp {~®(q)oy}) = exp {20 ®(q)} .
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Hence we have the identity £ = ® o ®, and comparing with (3.4) shows that the subordi-
nator X (¢ + s, -) has the same distribution as the compound process X' (s, X (¢,-)) where
X'(s,-) is an independent copy of X (s, ). A deeper connection is described in the following
statement.

Proposition 3.2 On some probability space, there exists a process (S®Y(a),0 < s <
t and a > 0) such that:

(i) For every 0 < s <t, S&8 = (S(S’t) (a),a > 0) is a subordinator with Laplace exponent
Utfs(').

(ii) For every integer p > 2 and 0 < t; < --- < t,, the subordinators S®t2) .. Slr-1ts)
are independent and

Stite)(q) = Sttt ..o St () Vo >0 a.s.

Finally, the processes (S (a),t > 0 and a > 0) and (X (t,a),t > 0 and a > 0) have
the same finite-dimensional marginals.

Proof: Fix0 <t <-.-<t, and consider (p— 1) independent subordinators Slttz) ,
Sltr-1t)  with respective Laplace exponents wuy, 4, (+), . .. U, ¢, (-). For every a > O, we
set S =aqfort € {t,...,t,},and for 1 <i<j<p

Stit)) — §lti-1,tj) ... o liti+1)

We deduce from (3.4) that for every s < t in {t;,...,t,}, S®? is a subordinator with
Laplace exponent u;_4(-). Moreover, it is plain from the construction that if 0 < s <
- < s are in {t1,...,t,}, then the subordinators Slons2) o Glk-15%) are independent

and
Ssk—1:8K) o ... o §ls1s2) — Glsisk)

By applying Kolmogorov’s theorem to the laws of the D-valued random variables S®:t)
1 <i<j <p, we get the existence of a process (S (a),0 < s <t and a > 0) fulfilling
(i) and (ii).

Let us verify the last assertion in the proposition. Fix a > 0 and write F; for the
sigma-field generated by the subordinators S"*) for 0 < r < s < t. It is plain from
(ii) that S©7(a) is a homogeneous Markov process started from a whose semigroup is
characterized by

E( —AS(0:t+s) | S(Os ( ) _ .Z’) _ E(e_)\S(SVHS)(x)) — e—xut()\) .

Hence the processes S (a) and X (-, a) have the same law. Next, consider an increasing
sequence of times 0 =ty < t; < ---. For convenience, introduce independent subordinators
Sltot) Stit2)  having the same distribution as S, Stit2) byt independent of
Fro. Then, for every integer i > 0 define two processes p@, o by

pI(b) = Stt) (b A SO (a)) + St (b= SO (@)t) . b>0
o (b) = Stetin) (SO () +b) — SO (a) b >0.
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Since S®%)(a) is JF,,-measurable and S**+1) is independent of F;,, the Markov property
of subordinators entails that p® and ¢® are independent and have the same law as
Sttitie) - The pair (p®, o) is also independent of F;,, and it follows by iteration that
the two families of processes (p(j),j =0,..., z) and (a(j),j =0,... ,2') are independent.
In particular, for every a’ > 0, the family of variables

PG I () (@) = S(O,t]-+1)(a +a)— S(O,tj+1)(a) 7 j=0,...,1
is independent of the processes
pD o 0p®) = SOLI(B) 0<b<a, j=0,...i

and has the same law as (S(O’tﬂ'ﬂ)(a’),j =0,..., z) This completes the proof. [ |

Example: Neveu [29] considered the special case when the branching mechanism is given
by

U(u) = ulogu = cu +/ (e’x“ -1+ Iul{x<1}) z2dw,
; <

where ¢ € R is a suitable constant. It is easy to verify from (3.2) that

t

w(\) = A

which implies that, for each fixed t > 0, X(t,-) = S (as well as S for every s > 0)
t

is a stable subordinator with index e™".

CSBP are often used to model the size of some population as time evolves. Let us now
see how the preceding connection with subordinators can be used to define the genealogy
in a CSBP. For the sake of simplicity, we shall henceforth focus on the most important
case when the drift coefficient of the subordinator S®* is zero for every 0 < s < t.

Definition. For everyb,c > 0 and 0 < s < t, we say that the individual c in the population
at time t has ancestor (or is a descendant of ) the individual b in the population at time s
if b is a jump time of SGY and

SED(h—) < ¢ < SED(b).

It may be useful to comment this definition. The set of individuals in the population
at time ¢ having an ancestor at time s is the random open subset of [0, co[ with canonical
decomposition |J (S,S“”_’“, Sés’t)) where the union is taken over jump times of the subordi-

nator S¢. Its complement can be identified as the closed range of S®: the assumption
that S has zero drift ensures that the closed range has zero Lebesgue measure a.s. In
other words, the individuals in the population at time ¢ having no ancestor at time s form
a random closed set of Lebesgue measure zero a.s. On the other hand, it is plain that an
individual in the population at time ¢ has at most one ancestor at time s.
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Suppose 0 < r < s < t. If the individual d in the population at time ¢ has ancestor ¢
in the population at time s, and if the latter has ancestor b in the population at time 7,
then by definition

SED(e—) < d < SV () and STI(b-) < ¢ < S™I(b).
As S0t = St o §(m8) e have a fortiori by monotonicity
Sri(b—) < d < ST (b),

i.e. the individual d in the population at time ¢ has ancestor b in the population at time
r (which obviously is what we expected!).

Let us stress that it is easy to visualize the genealogy: Two individuals in the population
at time ¢ have the same ancestor in the population at time s if and only if they belong
to the same open interval in the canonical decomposition of the complement of the closed
range of S, Observe also that the identity S™) = S o S%) ensures that the closed
range of S contains that of S, which in turn confirms that two individuals in the
population at time ¢ having the same ancestor in the population at time s have also the
same ancestor in the population at time r.
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